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Let B be the set of matrices A ∈ Rp×p satisfying Ae = e and e⊤A = e⊤,
where e = (1, . . . , 1)⊤ ∈ Rp.

Theorem 1 (Marshall and Olkin [3]). Let A be a positive definite matrix.
Then there exists a unique positive diagonal matrix D such that DAD ∈ B.

The same conclusion as Theorem 1 holds under weaker conditions. Refer
to [3] for details. An application of Theorem 1 to general indices is discussed
in [5].

Theorem 2 (Sinkhorn [6]). Let A be a positive square matrix. Then there
exist positive diagonal matrices D1 and D2 such that D1AD2 ∈ B. The
matrices D1 and D2 are unique up to a scalar factor.

The same conclusion as Theorem 2 holds under weaker conditions. Refer
to [7] for details. Applications of Theorem 2 to rating and input-output
analysis are discussed in, for example, [1] and [4], respectively. See also [2]
for further information.
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課題 Answer to at least one of the following questions.

1. Prove Theorem 1.

2. Prove Theorem 2.

3. Describe an application of Theorem 1.

4. Describe an application of Theorem 2.

5. Produce a balancing toy presented in the lecture. Attach a photograph
of it.
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